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Introduction

Key Observation: We observe that tasks of motion understanding
and discrimination are generally less complex and demonstrate
superior performance compared to motion generation.

Question: How effectively can discriminative models
improve motion generation quality without any additional
inference cost?

Contributions: We propose SoPo, a semi-online preference
optimization method, combining the strengths of online and offline
direct preference optimization to overcome their individual
shortcomings, delivering enhanced motion generation quality and
preference alignment.

Issue: Existing text-to-motion methods struggle to generate
semantically consistent motions.

Offline DPO: overfitting due to limited unpreferred motions.

Motivation: Rethink Off-/Online DPO

Online DPO: biased sampling, resulting in even high-preference samples
being incorrectly categorized as low-preference motions.

Toy Example: Off-/Online DPO, and SoPo

Semi-Online Preference Optimization

1. Distribution Separation

2. Training loss amendment

Insight for Unpreferred Motion Sampling

3. SoPo for Diffusion

Experiments
Text-to-Motion Qualitative Results

Text-to-Motion Quantitative Results

Text-to-Image Qualitative Results

Project Page Code Paper

Contact
Email: txf0620@gmail.com

WeChat: txf_06_20

X: XiaofengTan85815


